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1. INTRODUCTION

Let X1, Xo,...,Xn, and Y1, Y,,..., Ya, be independent ordered

samples from two populations with cumulative distribution functions
F(x) and G(y) respectively. It is assumed that the respective density
functions are differentiable in the neighbourhood of the population
quantiles. We also assume that the populations are unimodal and
absolutely continuous having the same functional form with identical
locations but possibly different variances o,2 and 0,2. Without any
loss of generality we assume that the population medians are zero.

With these assumptions, we consider the problem of testing the
hypothesis :

H: 02 = 0:/2
against

A 0.2>0)2

For testing this hypothesis, in the case when the above two
samples come from normal populations, one can use the usual
variance ratio F-test but its useis inappropriate in case we ignore
the normality assumption since this test lacks robustness with respect
to normality. In this contest, Geary [7] and Gayen [6] showed that
the F-test is sensitive to changes in kurtosis from the normal
distribution theoretical value of zero. Further, in view of the
asymptotically distribution-free nature of the F-statistic when suitably
normalized, Box & Anderson [1], [3] have shown.on the basis of
extensive sampling experiments that the F-statistic is insensitive to
departures from normality, at least for large samples. Mood [9],
Lehmann [8] and Sukhatme [14] constructed non-parametric tests for
the above problem, In this paper, based on the intuition that in
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case the variation in X-population is greater than that in Y-
population, then the difference between any two order statistics of X
will also be obviously greater than that between the corresponding
two order statistics of ¥, an asymptotic non-parametric test has been
developed by using a finite number of quantiles and their neighbour-
ing observations. In this context, the question of optimality of
number of quantiles and the number of neighbouring observations
to be used in applying this test has been examined. Further, the
asymptotic power of this test has been studied and an example given
at the end to illustrate its application. The test is quick in application
but appears to be poor theoretically. However, a study on the power
efficiency of this test with rtespect to different non-parametric tests
due to Mood, Lehmann and Sukhatme is presently under progress
and its results are proposed to be presented ina forthcoming publica-
tion of the author.

2. NOTATIONS

Consider k non-negative numbers p, p, ..., p, such that
0<p, <p,<..p,<l. Lety, denote the X-population quantile of
order p; defined by w:=F-1(ps) for i=1, 2,..., k with Xu; denoting
the corresponding sample quantile, where otr——[nlpi]—i-l and [nlp‘] is
the Guass symbol denoting the largest integer not exceeding n,p,

-Similarly the Y-population quantile & is defined by &=G"1(p,) where

Yp; denotes the corresponding sample quantile and B‘=[n'2p,]+1.
Further let :

W _m
Ky 4-myy ™ Koy my,)

nomy T 2my
and
l R
(f) _ n2 ) _
ng Mg 2my, (Foi v = Yoy

The notation X,.LN(p., a2) used in the sequel denotes conver-
gence to normal distribution with mean g and varjance o2 For
notational simplicity we take both the samples to be equal in size,
say my=nz=n, in which case «;=f+«. Also let us take m;,=m,,=m,

3. THeE Proprosep T, * TEST

The test statistic is defined as
k

TP = > (U, — Vi)

i=1
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with the test function

1 if T¥>a
¥ (TH) = '
0 otherwise

where the critical value 7« for a (0<a<1)is so chosen for large n

that E [¢ ( T™ )]= «, the level of significance.

According to the proposed test, 2k observations are to be taken
from each sample by choosing k to be very small in comparison to
m;. In this context, one has to decide about the optimal spacing of
quantiles and optimum choice of m’s. For determining the optimal
spacing of quantiles or equivalently for choosing the spacings suitably
in such a manner that the relative efficiency of the estimator attains
the maximum value, one can make Use of the procedure due to
Ogawa [10] (see Sarhan & Greenberg [12]). According to this
procedure, for an optimum estimator of the standard deviation o of
a normal distribution on the basis of a large sample in case of known
population location, the «; must be so chosen as to minimize the
mean square error of ¢* the estimator of o. Further regarding
optimal choice of my's, Ogawa proved that for any symmetric popu-
lation, the symmetric spacing of quantiles is optimum. Taking this
aspect into consideration alongwith the assumptions made about the
two populations, we therefore prefer to use the symmetric spacing of
quantiles. '

Regarding determination of the optimal value of m; which
. . i 1 \2
minimizes the asymptotic mean square etrror E (U f,’?m — f—_(ﬂi))’ we

Qe

can use the results of various authors as are quoted below without
proofs :

Theorem 3.1. [Bloch & Gastwirth (1968)]. Under the assump-
tion that the first three derivatives of f(x) exist in the neighbourhood
of i (i=1, 2,..., k), the optimal value of my is c;nd/3, where,

o = ( 9f8(n:) )%
=\ 2B =) STl

In order to use this result for a decision on the optimal choice of
my's, we need to have prior knowledge of the values of f (na), ' Cog)
and f"(xs) butin case the functional form of the distribution is un-
known, the choijce of mi's has to be based on the following theorems;
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Theorem 3.2, (Bloch and Gastwirth [2]). If m,=o(n) and
my->co for all i, then the statistic U is a consistent estimator of
"

1/ £ Cna).

Theorem 3.3. (Siddiqui [13]). Under the conditions of Theorem
3.2, the variate

Vo[ rr ] [

approximates the standard normal variate and

Cov ( u® v )—> 0 as ms, my, n—>o0
iz \ T

Since for fixed m; and large n, the statistic 2m, [ f(n)] (Uf,',)m‘ )

is distributed like chi-square with 2m;, degrees of freedom, for practi-
cal purposes the normal approximation as given in theorem 3.3 holds
for m:2>>15. Thus m;>>15 can be chosen in such a way that Xo;.,,,
and X 4m, should converge in probability to the popuiation quantile
i, Further the number of quantiles & is to be chosen in such a way
that

Xa‘+m¢<Xa4+1—m‘+1 for i=1, 2,..., k.

In that case the variates U, ,U® . U™  are asymptoti-
7 R R

cally independent by Theorem 3.3. Suppose that for an ordered
sample of size 50, we take k=2 with my=mz=15 then ;=17 and
a2=34. Now the order statistics to be used are Xa, X33, Xi9 and
Xg9. Here X324 X19. Also since the order statistic X1 will converge
to the population quantile 11 [F(n1)=14] as against 72 [F(n2)=2], we
cannot take k=2 in this case but can take k=1,

Now U ...,U™ are asymptotically independent and so are
1 Tk

v L VE L Also since
1

seess Vo
]

(f) o ] 1 )
N\, ———+_
U"-’"i - ( S foe) v amy
and

) o 1 1
X"'"'« _>N( g’ gC) vam )
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then
0t~ 7 (7= ) A e+ ) b
Hence | |
. o0y E 1
T % N ; (m‘m)’ \/[; 2m (f“(m)"” gz(it))j]
or .
k ) 1
=23 (en ~ 7@ )
ZM = =1 ZLN,1)

S (Sl s

So that under the hypothesis H: a? = af, or equivalently
H: f(n) = g&), i=1, 2,..., k the variate ‘

Lz = s N©1)

\/ [z(msfz(m)) 1]

4. STUDENTIZATION

It is to be noted that the asymptotic variance of the test statistic
T'" and as such its asymptotic distribution depends on the functional
vform of the distribution function F(x) under the hypothesis H. In
order to make the test statistic 7 distribution-free, we use the con-
sistent estimator of f (4,). Since U:"-)’"i is a consistent estimator of

(f(n))™* by Theorem 3.2, using a convergence theorem due to

. k
Slutsky [see Cramer (1946), pp. 254-55], V [ (U(‘) )2 :I

i=
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is a consistent estimator of

z\/ I i‘ fmef2 ). |

i=1

Hence a modified test statistic Z:(k) under the hypothesis H given by

(%)
Tﬂ
AL .

ey
i=1

has an asymptotic standard normal distribution and it is thus

asymptotically distribution-free. We can thus perform the test of
hypothesis H: o) = 0': against the alternative 4 : 02 > 62 with
the help of this studentlzed statistic for which we have the ultimate

test function

1 if ZX® > 1,
v (T P)= "
0 otherwise

and where the sequence f4,q is such that lim fs,a=fx, While 7« for
N—>o

O<u<1 is such that 1 —®(ts)=q, the level of significance, and where
@(;) denotes the standard normal distribution function.
5. ASYMPTOTIC RELATIVE EFFICIENCY AND ASYMPTOTIC POWER

It was shown in section 3 that T,“") is asymptotically normally
distributed both under the hypothesis H and the alternative 4. By
considering the alternative A :0=05, where 0n=1—7d’;, d>0such -

that for n—>oo, 0,—1, it can be easily verified that all the conditions
of Pitman-Noether’s theorem (see Puri & Sen[il], pp. 113-114) are
satisfied. We can therefore compute the asymptotic relative efficiency

of the Tflk) test with respect to the variance ratio F-test.

Let G(x)=F(¢x). Then the hypothesis H : 0': = 63 is equi-

valent to the alternative hypothesis 4 with §=1. The mean under
the alternative 4 for large nis

ET,")= Z( )f (1)
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so that

dT(k)
,zlf(ﬂ)t

The variance of T under the hypothesis H is given by

k
Var (T}¥ )=E[rmf %))
i=1
Thus as in Sukhatme (1957), the efficiency of the T,(,") test is given
by

*®
z 20l
i=1

It is well known (see Geary [7], Sukhatme [14]) that for two
samples of equal size n, the efficiency of the variance ratio F-test is
2n(B2—1), where B2 denotes the kurtosis. Hence the asymptotic

relative efficiency of the T test with respect to the F-test denoted
by ARE (T'®,F)is
k

k
(> o)
ARE (T, F)=—1"1 (322,—11 ;

z [mef2en )12

i=1

For the normal distribution if we take k=1 and =; as the popuiation
median, then writing ms and ¢; fori=1asmand ¢ respectlvely, we
have

ARE (T® F)=—r= =
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For the double exponential distribution with pdf f(x)=1% exp (—]x]),
if we take k=1 and : as the population median, then

B Sm
ARE (T, F) =22
In a similar way the ARE of Tf,’“) test can also be obtained

with respect to Mood’s test, Lehmann’s test and Sukhatme’s test.

Further it is of interest to study the limiting power function of
the test. By a straightforward calculation, it can be seen that the

statistic Zy™ under the alternative 4 approximates the normal distri-
bution with mean

k
p—1y 1
1;( f )f(flt) _ 929(’/6{:), say
N2 ()

and variance

k ! 0
1 ¢
> g ) (T8, )
i=1
k 2
1 ) )
sz( U""”4
i=1

Thus the limiting power function Py(g) is given by

[+]

1 e 1 o2(k) w(6.k) \2
PO= |73 <o &P ('TGZ(BJc)( ) ) )d’

fo
o ()]

Consistency of the Test. Let us consider the statistic Z: ”"/ vm

rather than Z;™. Since

(%) — wb.k)
E( ZnIV/m )_\/Eo(k)

) 1 o2(4,k)
and Var ( Z¥®)/m ):W ;2(7)—’0 as m——roo
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Applying the Chebyshev inequality with >0 and arbitrarily small,
we find that

*(k) #(k)
" w(0,k) 3 Var(z“
P m T a/m o(k) > < m —0 as m—>c0

So Z*®|s/m converges in probability to w(0.k)/vm o(k)
as m—>co,

u(0,k)
; v m o(k)
that rejects H for large positive values of T,® is consistent against
the alternative for which g>1.

Since under the hypothesis H: §=1, or =(, the test

6. TLLUSTRATIVE EXAMPLE

Suppose we have two independent saraples of size 50 each and
we arrange their elements in ascending order of magnitude as shown
below :

Sample A

—L156, —1.141, —1.086, —0.998, —0.964, —0.780, —0.708, —0.703’

—0.665, —0.629, —0.596, —0.565, —-0.556, —0.537, —0.469, - 0.451

—0.434, —0.347, —0.337, —0.299, —0.262, —0.189, -0.149, —0.142

—0.119,  0.026, 0.159, 0.165, 0.205, 0.264, 0.337, 0.439
0.548, 0,564, 0.666, 0.680, 0.690, 0.811, 0.852, 1.146
1.156, 1.275, 1.305, 1.346,  1.455, 1.613, 1.709, 1.899
2,323,  2.480

Sample B
—2.714, —1.400, —1.169, —1.083, —1.017 —1-016, ~0.837, -—0.828
—0.710, —0.644, —0.597, —0-539, —0.432, —0.416, —0.378, —0.318
—0.313, —0.310, —0.305, —0.275, —0.220, -0.078, —0.068, —0.059
-0.007, +0.019, 0.060, 0.071, 0121, 0.194, 0.209, 0.229
0.239, . 0.266, 0.311, 0.471, 0.506, 0.606, 0.610, 0.733
0.738, 0.744, 0.824, 0.921, 0.925, 1.045, 1.115, 1.254
1747, 1.774
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Here m=n3=n=>50, and we take m=15, accordingly k=1,

since i=1 in which case we write U') =U,,. and p
e

nam, Va,me
' $

+ Then for sample A :

n 50 _ \
=5 ( m‘m—-Xd‘_m) =75 (1.146--0.596)=2.903
" and [U? [15]=0.743.

fym

" Likewise for sample B :
50 u
Vnsm=%‘(0.733-}—0.597)'—‘2.217

" so that we can compute the value of the test statistic

Z:(k) — U",m—'" me =O.923
(U l15]

- which being less than the critical normal value to.05=1.645 suggests

' that these two samples come from the populations with equal vari-
ances. The observed difference between Ugn,n, and Vi, can be

. explained as being due to sampling fluctuations. As a matter of fact,
we constructed this example by taking two independent samples of
size 50 each from the Table (Fisher & Yates [5]) of random normal

" numbers having mean u=0 and standard deviation =1, and we
obtained the result as expected.

SUMMARY

_ A quick non-parametric test has been developed in this paper
by using a finite number of quantiles and their neighbouring obser-
_vations for comparing the variances of two samples drawn from two
"populations both assumed to be unimodal and absolutely continuous
having the same functional form with identical locations but possibly
different variances. The power of the test and its asymptotic relative
"efficiency has been studied and in addition an example given at the
end to illustrate its application.
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